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SCIENTIFIC 
AMERICAN January 1990 Volume 262 Number 1 

Artificial Intelligence: 
A Debate 

Attempts to produce thinking machines have met during the past 3S years 
with a curious mix of progress and failure. Computers have mastered intellectual 

tasks such as chess and integral calculus, but they have yet to attain the skills of a 
lobster in dealing with the real world. Some outside the AI field have argued that 

the quest is bound to fail: computers by their nature are incapable of true cognition. 
In the following pages, John R. Searle of the University of California at Berkeley 

maintains that computer programs can never give rise to minds. On the other side, 
Paul M. Churchland and Patricia Smith Churchland of the University of California 

at San Diego claim that circuits modeled on the brain might well achieve intelli­
gence. Behind this debate lies the question, What does it mean to think? The issue 
has intrigued people (the only entities known to think) for millennia. Computers 

that so far do not think have given the question a new slant and struck down 
many candidate answers. A definitive one remains to be found. 
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Is the Brain's Mind 
a Computer Program? 

No. A program merely manipulates symbols, 
whereas a brain attaches meaning to them 

by John R. Searle 

C
an a machine think ? Can a ma­
chine have conscious thoughts 
in exactly the same sense that 

you and I have? If by "machine" one 
means a physical system capable of 
performing certain functions (and 
what else can one mean?), then hu­
mans are machines of a special biolog­
ical kind, and humans can think, and 
so of course machines can think. And, 
for all we know, it might be possible 
to produce a thinking machine out 
of different materials altogether-say, 
out of silicon chips or vacuum tubes. 
Maybe it will turn out to be impossible, 
but we certainly do not know that yet. 

In recent decades, however, the 
question of whether a machine can 
think has been given a different inter­
pretation entirely. The question that 
has been posed in its place is, Could 
a machine think just by virtue of im­
plementing a computer program? Is 
the program by itself constitutive of 
thinking? This is a completely differ­
ent question because it is not about 
the physical, causal properties of actu­
al or possible physical systems but 
rather about the abstract, computa­
tional properties of formal computer 
programs that can be implemented in 
any sort of substance at all, provided 
only that the substance is able to carry 
the program. 

A fair number of researchers in arti­
ficial intelligence (AI) believe the an­
swer to the second question is yes; 
that is, they believe that by designing 
the right programs with the right in­
puts and outputs, they are literally 
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D.Phi!. from the University of Oxford, 
where he was a Rhodes scholar. He wish· 
es to thank Stuart Dreyfus, Stevan Har· 
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creating minds. They believe further­
more that they have a scientific test 
for determining success or failure: the 
Turing test devised by Alan M. Turing, 
the founding father of artificial intelli­
gence. The Turing test, as currently 
understood, is simply this: if a com­
puter can perform in such a way that 
an expert cannot distinguish its per­
formance from that of a human who 
has a certain cognitive ability-say, 
the ability to do addition or to un­
derstand Chinese-then the computer 
also has that ability. So the goal is to 
design programs that will simulate 
human cognition in such a way as to 
pass the Turing test. What is more, 
such a program would not merely be a 
model of the mind; it would literally 
be a mind, in the same sense that a 
human mind is a mind. 

By no means does every worker 
in artificial intelligence accept so ex­
treme a view. A more cautious ap­
proach is to think of computer models 
as being useful in studying the mind 
in the same way that they are useful 
in studying the weather, economics 
or molecular biology. To distinguish 
these two approaches, I call the first 
strong AI and the second weak AI. It is 
important to see just how bold an 
approach strong AI is. Strong AI claims 
that thinking is merely the manipula­
tion of formal symbols, and that is 
exactly what the computer does: ma­
nipulate formal symbols. This view is 
often summarized by saying, "The 
mind is to the brain as the program is 
to the hardware." 

S
trong AI is unusual among theo­
ries of the mind in at least two 
respects: it can be stated clearly, 

and it admits of a simple and decisive 
refutation. The refutation is one that 
any person can try for himself or her­
self. Here is how it goes. Consider a 
language you don't understand. In my 
case, I do not understand Chinese. To 

26 SCIENTIFIC AMERICAN January 1990 

me Chinese writing looks like so many 
meaningless squiggles. Now suppose I 
am placed in a room containing bas­
kets full of Chinese symbols. Suppose 
also that I am given a rule book in 
English for matching Chinese symbols 
with other Chinese symbols. The rules 
identify the symbols entirely by their 
shapes and do not require that I un­
derstand any of them. The rules might 
say such things as, "Take a squiggle­
squiggle sign from basket number one 
and put it next to a squoggle-squoggle 
sign from basket number two." 

Imagine that people outside the 
room who understand Chinese hand 
in small bunches of symbols and that 
in response I manipulate the symbols 
according to the rule book and hand 
back more small bunches of symbols. 
Now, the rule book is the "computer 
program." The people who wrote it are 
"programmers," and I am the "com­
puter." The baskets full of symbols 
are the "data base," the small bunches 
that are handed in to me are "ques­
tions" and the bunches I then hand out 
are "answers." 

Now suppose that the rule book is 
written in such a way that my "an­
swers" to the "questions" are indistin­
guishable from those of a native Chi­
nese speaker. For example, the people 
outside might hand me some symbols 
that unknown to me mean, "What's 
your favorite color?" and I might after 
going through the rules give back 
symbols that, also unknown to me, 
mean, "My favorite is blue, but I also 
like green a lot." I satisfy the Turing 
test for understanding Chinese. All the 
same, I am totally ignorant of Chinese. 
And there is no way I could come to 
understand Chinese in the system as 
described, since there is no way that I 
can learn the meanings of any of the 
symbols. like a computer, I manipu­
late symbols, but I attach no meaning 
to the symbols. 

The point of the thought experi­
ment is this: if I do not understand 
Chinese solely on the basis of running 
a computer program for understand­
ing Chinese, then neither does any 
other digital computer solely on that 
basis. Digital computers merely ma­
nipulate formal symbols according to 
rules in the program. 

What goes for Chinese goes for oth­
er forms of cognition as well. Just 
manipulating the symbols is not by 
itself enough to guarantee cognition, 
perception, understanding, thinking 
and so forth. And since computers, 
qua computers, are symbol-manip­
ulating devices, merely running the 
computer program is not enough to 
guarantee cognition. 

© 1989 SCIENTIFIC AMERICAN, INC
This content downloaded from 128.193.164.203 on Sun, 05 Aug 2018 02:31:58 UTC

All use subject to https://about.jstor.org/terms



This simple argument is decisive 
against the claims of strong AI. The 
first premise of the argument simply 
states the formal character of a com­
puter program. Programs are defined 
in terms of symbol manipulations, 
and the symbols are purely formal, 
or "syntactic." The formal character 
of the program, by the way, is what 
makes computers so powerful. The 
same program can be run on an indefi­
nite variety of hardwares, and one 
hardware system can run an indefinite 
range of computer programs. Let me 
abbreviate this "axiom" as 

Axiom 1. Computer programs are 
formal (syntactic). 

This point is so crucial that it is 
worth explaining in more detail. A dig­
ital computer processes information 
by first encoding it in the symbolism 
that the computer uses and then ma­
nipulating the symbols through a set 
of precisely stated rules. These rules 
constitute the program. For example, 
in Turing's early theory of computers, 
the symbols were simply O's and 1 's, 
and the rules of the program said such 
things as, "Print a 0 on the tape, move 
one square to the left and erase a 1." 
The astonishing thing about comput­
ers is that any information that can be 
stated in a language can be encoded in 
such a system, and any information­
processing task that can be solved by 
explicit rules can be programmed. 

T
wo further points are important. 
First, symbols and programs are 
purely abstract notions: they 

have no essential physical properties 
to define them and can be implement­
ed in any physical medium whatsoev­
er. The O's and l's, qua symbols, have 
no essential physical properties and a 
fortiori have no phYSical, causal prop­
erties. I emphasize this point because 
it is tempting to identify computers 
with some specific technology-say, 
silicon chips-and to think that the 
issues are about the physics of silicon 
chips or to think that syntax identi­
fies some physical phenomenon that 
might have as yet unknown causal 
powers, in the way that actual phYSi­
cal phenomena such as electromagnet­
ic radiation or hydrogen atoms have 
phYSical, causal properties. The sec­
ond point is that symbols are manipu­
lated without reference to any mean­
ings. The symbols of the program can 
stand for anything the programmer or 
user wants. In this sense the program 
has syntax but no semantics. 

The next axiom is just a reminder of 
the obvious fact that thoughts, per­
ceptions, understandings and so forth 
have a mental content. By virtue of 

their content they can be about ob­
jects and states of affairs in the world. 
If the content involves language, there 
will be syntax in addition to seman­
tics, but linguistic understanding re­
quires at least a semantic framework. 
If, for example, I am thinking about 
the last presidential election, certain 
words will go through my mind, but 
the words are about the election only 
because I attach speCific meanings to 
these words, in accordance with my 
knowledge of English. In this respect 
they are unlike Chinese symbols for 
me. Let me abbreviate this axiom as 

Axiom 2. Human minds have mental 
contents (semantics). 

Now let me add the point that the 
Chinese room demonstrated. Having 
the symbols by themselves-just hav­
ing the syntax-is not sufficient for 
having the semantics. Merely manipu­
lating symbols is not enough to guar­
antee knowledge of what they mean. I 
shall abbreviate this as 

Axiom 3. Syntax. by itself is nei­
ther constitutive of nor sufficient for 
semantics. 

At one level this principle is true by 
definition. One might, of course, de­
fine the terms syntax and semantics 
differently. The point is that there is a 
distinction between formal elements, 
which have no intrinsic meaning or 
content, and those phenomena that 
have intrinsic content. From these 
premises it follows that 

Conclusion 1. Programs are neither 
constitutive of nor suffiCient for minds. 

And that is just another way of say­
ing that strong AI is false. 

It is important to see what is proved 
and not proved by this argument. 

First, I have not tried to prove that "a 
computer cannot think." Since any­
thing that can be simulated computa­
tionally can be described as a comput­
er, and since our brains can at some 
levels be simulated, it follows trivial­
ly that our brains are computers and 
they can certainly think. But from the 
fact that a system can be simulated by 
symbol manipulation and the fact that 
it is thinking, it does not follow that 
thinking is equivalent to formal sym­
bol manipulation. 

Second, I have not tried to show that 
only biologically based systems like 
our brains can think. Right now those 
are the only systems we know for a 
fact can think, but we might find oth­
er systems in the universe that can 
produce conscious thoughts, and we 
might even come to be able to create 
thinking systems artificially. I regard 
this issue as up for grabs. 

Third, strong Ai's thesis is not that, 
for all we know, computers with the 
right programs might be thinking, that 
they might have some as yet undetect­
ed psychological properties; rather it 
is that they must be thinking because 
that is all there is to thinking. 

Fourth, I have tried to refute strong 
AI so defined. I have tried to demon­
strate that the program by itself is not 
constitutive of thinking because the 
program is purely a matter of formal 
symbol manipulation-and we know 
independently that symbol manipula­
tions by themselves are not sufficient 
to guarantee the presence of mean-

I satisfy the Turing test for understanding Chinese 
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Computer programs are formal (syntactic). 

Human minds have mental contents (semantics) 

ings. That is the principle on which the 
Chinese room argument works. 

I emphasize these points here partly 
because it seems to me the Church­
lands [see "Could a Machine Think ? "  
b y  Paul M. Churchland and Patricia 
Smith Churchland, page 32] have not 
quite understood the issues. They 
think that strong AI is claiming that 
computers might turn out to think 
and that I am denying this possibility 
on commonsense grounds. But that is 
not the claim of strong AI , and my 
argument against it has nothing to do 
with common sense. 

I will have more to say about 
their objections later. Meanwhile I 
should point out that, contrary to 
what the Churchlands suggest, the 
Chinese room argument also refutes 
any strong-AI claims made for the new 
parallel technologies that are inspired 
by and modeled on neural networks. 
Unlike the traditional von Neumann 
computer, which proceeds in a step­
by-step fashion, these systems have 
many computational elements that 
operate in parallel and interact with 
one another according to rules in­
spired by neurobiology. Although the 
results are still modest, these "parallel 
distributed processing," or "connec­
tionist," models raise useful questions 
about how complex, parallel network 
systems like those in brains might 
actually function in the production of 
intelligent behavior. 

The parallel, "brainlike" character of 
the processing, however, is irrelevant 
to the purely computational aspects 
of the process. Any function that can 
be computed on a parallel machine 
can also be computed on a serial ma­
chine. Indeed, because parallel ma­
chines are still rare, connectionist pro­
grams are usually run on traditional 
serial machines. Parallel processing, 
then, does not afford a way around the 
Chinese room argument. 

What is more, the connectionist sys­
tem is subject even on its own terms 
to a variant of the objection present­
ed by the original Chinese room ar­
gument. Imagine that instead of a Chi­
nese room, I have a Chinese gym: a 
hall containing many monolingual, En­
glish-speaking men. These men would 
carry out the same operations as the 
nodes and synapses in a connection­
ist architecture as described by the 
Churchlands, and the outcome would 
be the same as having one man ma­
nipulate symbols according to a rule 
book. No one in the gym speaks a 
word of Chinese, and there is no way 
for the system as a whole to learn 
the meanings of any Chinese words. 
Yet with appropriate adjustments, the 
system could give the correct answers 
to Chinese questions. 

There are, as I suggested earlier, 
interesting properties of connection­
ist nets that enable them to simulate 
brain processes more accurately than 
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traditional serial architecture does. 
But the advantages of parallel archi­
tecture for weak AI are quite irrele­
vant to the issues between the Chinese 
room argument and strong AI . 

The Churchlands miss this point 
when they say that a big enough Chi­
nese gym might have higher-level 
mental features that emerge from the 
size and complexity of the system, 
just as whole brains have mental fea­
tures that are not had by individual 
neurons. That is, of course, a possibili­
ty, but it has nothing to do with com­
putation. Computationally, serial and 
parallel systems are equivalent: any 
computation that can be done in par­
allel can be done in serial. If the man in 
the Chinese room is computationally 
equivalent to both, then if he does not 
understand Chinese solely by virtue of 
doing the computations, neither do 
they. The Churchlands are correct in 
saying that the original Chinese room 
argument was designed with tradi­
tional AI in mind but wrong in thinking 
that connectionism is immune to the 
argument. It applies to any computa­
tional system. You can't get semanti­
cally loaded thought contents from 
formal computations alone, whether 
they are done in serial or in parallel; 
that is why the Chinese room argu­
ment refutes strong AI in any form. 

M
any people who are impressed 
by this argument are none­
theless puzzled about the dif­

ferences between people and comput­
ers. If humans are, at least in a triv­
ial sense, computers, and if humans 
have a semantics, then why couldn't 
we give semantics to other com­
puters? Why couldn't we program a 
Vax or a Cray so that it too would 
have thoughts and feelings? Or why 
couldn't some new computer technol­
ogy overcome the gulf between form 
and content, between syntax and se­
mantics? What, in fact, are the differ­
ences between animal brains and com­
puter systems that enable the Chinese 
room argument to work against com­
puters but not against brains? 

The most obvious difference is that 
the processes that define something 
as a computer-computational proc­
esses-are completely independent 
of any reference to a specific type of 
hardware implementation. One could 
in principle make a computer out of 
old beer cans strung together with 
wires and powered by windmills. 

But when it comes to brains, al­
though science is largely ignorant of 
how brains function to produce men­
tal states, one is struck by the extreme 
specificity of the anatomy and the 
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physiology. Where some understand­
ing exists of how brain processes 
produce mental phenomena-for ex­
ample, pain, thirst, vision, smell-it 
is clear that specific neurobiological 
processes are involved. Thirst, at least 
of certain kinds, is caused by certain 
types of neuron firings in the hypo­
thalamus, which in turn are caused by 
the action of a specific peptide, angio­
tensin ll. The causation is from the 
"bottom up" in the sense that lower­
level neuronal processes cause high­
er-level mental phenomena. Indeed, as 
far as we know, every "mental" event, 
ranging from feelings of thirst to 
thoughts of mathematical theorems 
and memories of childhood, is caused 
by specific neurons firing in specific 
neural architectures. 

But why should this specificity mat­
ter ? After all, neuron firings could 
be simulated on computers that had 
a completely different physics and 
chemistry from that of the brain. The 
answer is that the brain does not 
merely instantiate a formal pattern or 
program (it does that, too), but it also 
causes mental events by virtue of spe­
cific neurobiological processes. Brains 
are specific biological organs, and 
their specific biochemical properties 
enable them to cause consciousness 
and other sorts of mental phenomena. 
Computer simulations of brain proc­
esses provide models of the formal 
aspects of these processes. But the 
simulation should not be confused 
with duplication. The computational 
model of mental processes is no more 
real than the computational model of 
any other natural phenomenon. 

One can imagine a computer simula­
tion of the action of pep tides in the 
hypothalamus that is accurate down 
to the last synapse. But equally one 
can imagine a computer simulation of 
the oxidation of hydrocarbons in a car 
engine or the action of digestive proc­
esses in a stomach when it is digesting 
pizza. And the simulation is no more 
the real thing in the case of the brain 
than it is in the case of the car or the 
stomach. Barring miracles, you could 
not run your car by doing a computer 
simulation of the oxidation of gaso­
line, and you could not digest pizza by 
running the program that simulates 
such digestion. It seems obvious that a 
simulation of cognition will similarly 
not produce the effects of the neuro­
biology of cognition. 

All mental phenomena, then, are 
caused by neurophysiological proc­
esses in the brain. Hence, 

Axiom 4. Brains cause minds. 
In conjunction with my earlier deri­

vation, I immediately derive, trivially, 

Conclusion 2. Any other system ca­
pable of causing minds would have to 
have causal powers (at least) equiva­
lent to those of brains. 

This is like saying that if an electri­
cal engine is to be able to run a car 
as fast as a gas engine, it must have 
(at least) an equivalent power output. 
This conclusion says nothing about 
the mechanisms. As a matter of fact, 
cognition is a biological phenome­
non: mental states and processes are 
caused by brain processes. This does 
not imply that only a biological system 
could think, but it does imply that any 
alternative system, whether made of 
silicon, beer cans or whatever, would 
have to have the relevant causal capac­
ities equivalent to those of brains. So 
now I can derive 

Conclusion 3. Any artifact that pro­
duced mental phenomena, any artifi­
cial brain, would have to be able to 
duplicate the specific causal powers of 
brains, and it could not do that just by 
running a formal program. 

Furthermore, I can derive an impor­
tant conclusion about human brains: 

Conclusion 4. The way that human 
brains actually produce mental phe­
nomena cannot be solely by virtue of 
running a computer program. 

I 
first presented the Chinese room 

parable in the pages of Behavioral 
and Brain Sciences in 1980, where 

it appeared, as is the practice of the 
journal, along with peer commentary, 
in this case, 26 commentaries. Frank­
ly, I think the point it makes is rath­
er obvious, but to my surprise the 
publication was followed by a fur­
ther flood of objections that-more 
surprisingly-continues to the pres­
ent day. The Chinese room argument 

clearly touched some sensitive nerve. 
The thesis of strong Al is that any 

system whatsoever-whether it is 
made of beer cans, silicon chips or 
toilet paper-not only might have 
thoughts and feelings but must have 
thoughts and feelings, provided only 
that it implements the right program, 
with the right inputs and outputs. 
Now, that is a profoundly antibiologi­
cal view, and one would think that 
people in Al would be glad to abandon 
it. Many of them, especially the young­
er generation, agree with me, but I am 
amazed at the number and vehemence 
of the defenders. Here are some of the 
common objections. 

a. In the Chinese room you really do 
understand Chinese, even though you 
don't know it. It is, after all, possible to 
understand something without know­
ing that one understands it. 

b. You don't understand Chinese, 
but there is an (unconscious) subsys­
tem in you that does. It is, after all, 
possible to have unconscious mental 
states, and there is no reason why 
your understanding of Chinese should 
not be wholly unconscious. 

c. You don't understand Chinese, 
but the whole room does. You are like 
a single neuron in the brain, and just 
as such a single neuron by itself can­
not understand but only contributes 
to the understanding of the whole 
system, you don't understand, but the 
whole system does. 

d. Semantics doesn't exist anyway; 
there is only syntax. It is a kind of 
pre scientific illusion to suppose that 
there exist in the brain some mys­
terious "mental contents," "thought 
processes" or "semantics." All that 
exists in the brain is the same sort 
of syntactic symbol manipulation that 

Which semantics is the system giving off now? 
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goes on in computers. Nothing more. 
e. You are not really running the 

computer program-you only think 
you are. Once you have a conscious 
agent going through the steps of the 
program, it ceases to be a case of 
implementing a program at all. 

f. Computers would have semantics 
and not just syntax if their inputs and 
outputs were put in appropriate caus­
al relation to the rest of the world. 
Imagine that we put the computer into 
a robot, attached television cameras to 
the robot's head, installed transducers 
connecting the television messages to 
the computer and had the computer 
output operate the robot's arms and 
legs. Then the whole system would 
have a semantics. 

g. If the program simulated the 
operation of the brain of a Chinese 
speaker, then it would understand 
Chinese. Suppose that we simulated 
the brain of a Chinese person at the 
level of neurons. Then surely such a 
system would understand Chinese as 
well as any Chinese person's brain. 

And so on. 
All of these arguments share a com­

mon feature: they are all inadequate 
because they fail to come to grips with 
the actual Chinese room argument. 
That argument rests on the distinction 
between the formal symbol manipula­
tion that is done by the computer and 
the mental contents biologically pro­
duced by the brain, a distinction I have 
abbreviated-I hope not misleading­
ly-as the distinction between syntax 
and semantics. I will not repeat my 
answers to all of these objections, but 
it will help to clarify the issues if I 
explain the weaknesses of the most 
widely held objection, argument c­
what I call the systems reply. (The 
brain simulator reply, argument g, is 
another popular one, but I have al­
ready addressed that one in the previ­
ous section.) 

T
he systems reply asserts that 
of course you don't understand 
Chinese but the whole system­

you, the room, the rule book, the 
bushel baskets full of symbols­
does. When I first heard this explana­
tion, I asked one of its proponents, 
"Do you mean the room understands 
Chinese?" His answer was yes. It is a 
daring move, but aside from its im­
plausibility, it will not work on purely 
logical grounds. The point of the origi­
nal argument was that symbol shuf­
fling by itself does not give any access 
to the meanings of the symbols. But 
this is as much true of the whole 
room as it is of the person inside. 
One can see this point by extending 

the thought experiment. Imagine that 
I memorize the contents of the bas­
kets and the rule book, and I do all 
the calculations in my head. You can 
even imagine that I work out in the 
open. There is nothing in the "sys­
tem" that is not in me, and since 
I don't understand Chinese, neither 
does the system. 

The Churchlands in their compan­
ion piece produce a variant of the 
systems reply by imagining an amus­
ing analogy. Suppose that someone 
said that light could not be electro­
magnetic because if you shake a bar 
magnet in a dark room, the system 
still will not give off visible light. Now, 
the Churchlands ask, is not the Chi­
nese room argument just like that? 
Does it not merely say that if you 
shake Chinese symbols in a semanti­
cally dark room, they will not give off 
the light of Chinese understanding? 
But just as later investigation showed 

111 

1 

that light was entirely constituted by 
electromagnetic radiation, could not 
later investigation also show that se­
mantics are entirely constituted of 
syntax? Is this not a question for fur­
ther scientific investigation? 

Arguments from analogy are notori­
ously weak, because before one can 
make the argument work, one has to 
establish that the two cases are truly 
analogous. And here I think they are 
not. The account of light in terms of 
electromagnetic radiation is a caus­
al story right down to the ground. 
It is a causal account of the physics 
of electromagnetic radiation. But the 
analogy with formal symbols fails be­
cause formal symbols have no phys­
ical, causal powers. The only power 
that symbols have, qua symbols, is the 
power to cause the next step in the 
program when the machine is running. 
And there is no question of waiting on 
further research to reveal the physical, 

I-:::;O� 
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How could anyone have supposed that a computer simulation 
of a mental process must be the real thing? 
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causal properties of D's and l's. The 
only relevant properties of D's and l's 
are abstract computational properties, 
and they are already well known. 

The Churchlands complain that I am 
"begging the question" when I say that 
uninterpreted formal symbols are not 
identical to mental contents. Well, I 
certainly did not spend much time 
arguing for it, because I take it as a 
logical truth. As with any logical truth, 
one can quickly see that it is true, 
because one gets inconsistencies if 
one tries to imagine the converse. So 
let us try it. Suppose that in the Chi­
nese room some undetectable Chi­
nese thinking really is going on. What 
exactly is supposed to make the ma­
nipulation of the syntactic elements 
into specifically Chinese thought con­
tents? Well, after all, I am assuming 
that the programmers were Chinese 
speakers, programming the system to 
process Chinese information. 

Fine. But now imagine that as I am 
sitting in the Chinese room shuffling 
the Chinese symbols, I get bored with 
just shuffling the-to me-meaning­
less symbols. So, suppose that I decide 
to interpret the symbols as standing 
for moves in a chess game. Which 
semantics is the system giving off 
now ? Is it giving off a Chinese seman­
tics or a chess semantics, or both 
simultaneously? Suppose there is a 
third person looking in through the 
window, and she decides that the sym­
bol manipulations can all be interpret­
ed as stock-market predictions. And 
so on. There is no limit to the number 
of semantic interpretations that can 
be assigned to the symbols because, 
to repeat, the symbols are purely for­
mal. They have no intrinsic semantics. 

Is there any way to rescue the 
Churchlands' analogy from incoher­
ence? I said above that formal sym­
bols do not have causal properties. But 
of course the program will always 
be implemented in some hardware or 
another, and the hardware will have 
speCific physical, causal powers. And 
any real computer will give off vari­
ous phenomena. My computers, for ex­
ample, give off heat, and they make 
a humming noise and sometimes 
crunching sounds. So is there some 
logically compelling reason why they 
could not also give off consciousness? 
No. SCientifically, the idea is out of the 
question, but it is not something the 
Chinese room argument is supposed 
to refute, and it is not something that 
an adherent of strong AI would wish to 
defend, because any such giving off 
would have to derive from the physi­
cal features of the implementing me­
dium. But the basic premise of strong 

AI is that the physical features of the 
implementing medium are totally ir­
relevant. What matters are programs, 
and programs are purely formal. 

The Churchlands' analogy between 
syntax and electromagnetism, then, is 
confronted with a dilemma; either the 
syntax is construed purely formally 
in terms of its abstract mathematical 
properties, or it is not. If it is, then the 
analogy breaks down, because syntax 
so construed has no physical powers 
and hence no physical, causal powers. 
If, on the other hand, one is supposed 
to think in terms of the physics of the 
implementing medium, then there is 
indeed an analogy, but it is not one 
that is relevant to strong AI. 

B
ecause the points I have been 
making are rather obvious-syn­
tax is not the same as semantics, 

brain processes cause mental phe­
nomena-the question arises, How did 
we get into this mess? How could 
anyone have supposed that a com­
puter simulation of a mental process 
must be the real thing? After all, the 
whole point of models is that they con­
tain only certain features of the mod­
eled domain and leave out the rest. No 
one expects to get wet in a pool filled 
with Ping-Pong-ball models of water 
molecules. So why would anyone think 
a computer model of thought process­
es would actually think ? 

Part of the answer is that people 
have inherited a residue of behaviorist 
psychological theories of the past gen­
eration. The Turing test enshrines the 
temptation to think that if something 
behaves as if it had certain mental 
processes, then it must actually have 
those mental processes. And this is 
part of the behaviorists' mistaken as­
sumption that in order to be SCientific, 
psychology must confine its study to 
externally observable behavior. Par­
adOxically, this residual behaviorism 
is tied to a residual dualism. Nobody 
thinks that a computer simulation of 
digestion would actually digest any­
thing, but where cognition is con­
cerned, people are willing to believe 
in such a miracle because they fail 
to recognize that the mind is just as 
much a biological phenomenon as di­
gestion. The mind, they suppose, is 
something formal and abstract, not a 
part of the wet and slimy stuff in our 
heads. The polemical literature in AI 

usually contains attacks on something 
the authors call dualism, but what 
they fail to see is that they themselves 
display dualism in a strong form, for 
unless one accepts the idea that the 
mind is completely independent of 
the brain or of any other physically 

specific system, one could not possi­
bly hope to create minds just by de­
signing programs. 

Historically, scientific developments 
in the West that have treated humans 
as just a part of the ordinary physical, 
biological order have often been op­
posed by various rearguard actions. 
Copernicus and Galileo were opposed 
because they denied that the earth 
was the center of the universe; Darwin 
was opposed because he claimed that 
humans had descended from the low­
er animals. It is best to see strong AI as 
one of the last gasps of this anti sci en­
tific tradition, for it denies that there 
is anything essentially physical and 
biological about the human mind. The 
mind according to strong AI is inde­
pendent of the brain. It is a computer 
program and as such has no essential 
connection to any speCific hardware. 

Many people who have doubts about 
the psychological significance of AI 
think that computers might be able to 
understand Chinese and think about 
numbers but cannot do the crucially 
human things, namely-and then fol­
lows their favorite human specialty­
falling in love, having a sense of hu­
mor, feeling the angst of postindus­
trial society under late capitalism, 
or whatever. But workers in AI com­
plain-correctly-that this is a case of 
moving the goalposts. As soon as an AI 
simulation succeeds, it ceases to be of 
psychological importance. In this de­
bate both sides fail to see the distinc­
tion between simulation and duplica­
tion. As far as simulation is concerned, 
there is no difficulty in programming 
my computer so that it prints out, "I 
love you, Suzy"; "Ha ha"; or "I am 
suffering the angst of postindustrial 
society under late capitalism." The im­
portant point is that simulation is not 
the same as duplication, and that fact 
holds as much import for thinking 
about arithmetic as it does for feeling 
angst. The point is not that the com­
puter gets only to the 40-yard line and 
not all the way to the goal line. The 
computer doesn't even get started. It 
is not playing that game. 
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